
Statistical Analysis of Results in Music Information Retrieval:
Why and How

A Tutorial at ISMIR 2018

Julián Urbano
Delft University of Technology

The Netherlands

Arthur Flexer
Austrian Research Institute for Artificial Intelligence

Austria

1. OVERVIEW AND OBJECTIVES

Nearly since the beginning, the ISMIR and MIREX communities have promoted rigor in experimentation through the
creation of datasets and the practice of statistical hypothesis testing to determine the reliability of the improvements ob-
served with those datasets. In fact, MIR researchers have adopted a certain way of going about statistical testing, namely
non-parametric approaches like the Friedman test and multiple comparisons corrections like Tukey’s. In a way, they have
become a standard for researchers reporting their results, reviewers, committees, journal editors, etc. It is nowadays more
frequent to require statistically significant improvements over a baseline with a well-established dataset.

But hypothesis testing can be very misleading if not well understood. To many researchers, especially newcomers, even
the simpler analyses and tests are seen as a black box where one puts performance scores and gets a p-value which, as they
are told, must be smaller than 0.05. Therefore, significance tests are in part responsible of determining what gets published,
what research lines to follow, and what project to fund, so it is very important to understand what they really mean and how
they should be carried out and interpreted.

The goal of this tutorial is to help MIR researchers and developers get a better understanding of how these statistical
methods work and how they should be interpreted. Starting from the very beginning of the evaluation process, it will show
that statistical analysis is always required, but that too much focus on it, or the incorrect approach, is just harmful. The
tutorial will attempt to provide better insight into statistical analysis of results, present better solutions and guidelines, and
point the attendees to the larger but ignored problems of evaluation and reproducibility in MIR.

The slides of the tutorial are available online at https://www.slideshare.net/caerolus/statistical-

analysis-of-results-in-music-information-retrieval-why-and-how.

2. OUTLINE OF THE TUTORIAL

The tutorial will be divided in four main blocks:

I. Why? Evaluation, hypotheses and experiments (30 mins). This block will review the typical evaluation process
from the basics, starting from the task definition to reporting the results in a paper. Even if short, a full review
is necessary to cover what the problem really is, why we do things the way we do them, what we assume in the
process, and what it is that we report in reality. In particular, we will show that the evaluation problem is basically an
estimation problem that goes through the steps of sampling, measurement, estimation, inference and generalization.
From here we will make clear that evaluation experiments are subject to systematic and random error, so we need
to carry out statistical analyses and worry about validity and reliability. This distinction is important because any
analysis assumes validity and focuses on reliability. Later on the tutorial we will see how validity is neglected even
though it is the biggest of our problems.

II. How? Hypothesis testing, details and misconceptions (70 mins). Here we will cover the basics of statistical hy-
pothesis testing and how it has evolved from the Fisher and Neyman-Pearson frameworks until what we do nowadays.
A historical perspective is a great way to make the audience understand the inner workings of hypothesis testing and
what we try to achieve with it. We will cover typical tests and common variations, which will lead us to the fact
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that our results and conclusions are based on models that make blunt assumptions. The common details of current
statistical hypothesis testing, such as accuracy, power and error types, will be discussed next, leading to the problem
of multiple comparisons and how it is typically tackled in MIR research with the Friedman-Tukey procedure. This is
the perfect spot to make the audience aware of some typical myths and misconceptions around hypothesis testing.

III. What else? Validity of MIR experiments (60 mins). This block will focus on neglected validity, i.e. whether an
experiment really measures what one wants to examine. We will show how a lack of internal or external validity,
even if experiments are reliable and repeatable and hypothesis testing is done correctly, can severely impede progress
in MIR. One example are adversarial examples, which are marginally and imperceptibly altered data that are able to
drastically reduce performance of MIR systems. It has even been claimed that such easily fooled MIR systems do not
use musical knowledge at all. Another example we will discuss is the lack of inter-rater agreement when annotating
ground truth data, which is a validity problem responsible for so-called glass ceilings, i.e. that performance in many
MIR tasks can never exceed a certain upper level.

IV. So? Guidelines and reform (20 mins). This last block will wrap up the tutorial with a summary of main concepts
and their interplay, such as p-values, falseness of null hypotheses and their use in decision-making, assumptions,
replication and relevance of research. Guides will be provided for better statistical analysis in MIR, and arguments
will be made for a change in the statistical practice in the field. The four main takeaways are:

• There is always random error in our experiments, so we always need some kind of statistical analysis.
• There is no point in being too picky or intense about how we do it.
• Nobody knows how to do it properly, and different fields adopt different methods.
• What is far more productive, is to adopt an exploratory attitude rather than mechanically testing.

3. INTENDED AUDIENCE

The tutorial is aimed at people covering various roles in MIR research. It will be interesting to novice researchers who
probably see the evaluation process as a black box from which they obtain a p-value which is hopefully below 0.05. More
experienced researchers should be interested in the tutorial to strengthen their understanding of statistical analysis and make
better decisions during their research and when evaluating someone else’s work for publication or funding applications. All
attendees, researchers or not, could benefit from the tutorial because of their role as readers and consumers of MIR literature.
Previous knowledge of the basics of the evaluation process and of probability theory are desirable but not required.

4. PRESENTERS

Julián Urbano is an Assistant Professor at Delft University of Technology, The Netherlands. His research is primarily
concerned with evaluation in IR, working in both the music and text domains. Current topics of interest are the application
of statistical methods for the construction of datasets, the reliability of evaluation experiments, statistical significance testing
for IR, low-cost evaluation and stochastic simulations for evaluation. He has published over 50 research papers in related
venues like Foundations and Trends in IR, the IR Journal, the Journal of Multimedia IR, ISMIR, CMMR, ACM SIGIR,
ACM CIKM and ECIR, winning two best paper awards and an outstanding reviewer award. He has been active in the
ISMIR community since 2010, both as author and PC member. He is reviewer for other conferences and journals, such as
ACM CIKM, HCOMP, IEEE TASLP, IEEE MM, ACM TWEB, IEEE TKDE or the Information Sciences journal.

Julián has also extensive experience in teaching both at the graduate and undergraduate levels. He has accumulated
over 600 classroom hours, has received several awards for his teaching activities, and has published two papers related to
Computer Science education.

Arthur Flexer is a senior researcher, project manager and vice-head at ‘The Intelligent Music Processing and Machine
Learning Group’ of the Austrian Research Institute for Artificial Intelligence (OFAI). He has twenty-five years of experience
in basic research on machine learning with an emphasis on applications to music in the last twelve years. He holds a PhD
in psychology which provides him with the necessary background concerning design and evaluation of experiments. He
has published comprehensively on the role of experiments and on problems of ground truth and inter-rater agreement, all
in the field of MIR. He is author and co-author of more than 80 peer-reviewed articles. He has been active in the ISMIR
community since 2005 and has also published in related venues like DAFx, SMC, ECIR, Journal of Machine Learning
Research and Journal of New Music Research. He is a member of the editorial board of the Transactions of the International
Society for Music Information Retrieval (TISMIR).

During his time as an Assistant Professor at the Institute of Medical Cybernetics and Artificial Intelligence (Center for
Brain Research, Medical University Vienna, 2005-2007) he has been teaching courses on Machine Learning, Data Mining
and Statistical Evaluation.
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